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Class 4- Text-as-Data Methods for Policy Analysis



4.1 Using text as (quantitative) data : Intro

• The choice of methods is driven by the research question:

• Today, we will deal with research questions and designs involving 
texts

Research question Most appropriate study design
Does this policy work? Meta-analysis, experimental designs
What caused outcome Y? Regression analysis, experimental designs, 

process-tracing
What did people perceive or think? Ethnographic work, interviews, focus groups



• Text has always been an important data source in political 
science (in particular policy research)

• Formal and written documents are a key feature of 
bureaucracies, both public and private (Weber 2015)

• Long tradition of document analysis in the social and political 
sciences more generally (think of Tocqueville’s, Marx’s or 
Moore’s analyses of official reports, censuses, newspapers, 
laws and statues…) 

4.1 Using text as (quantitative) data : Intro



4.1 Using text as (quantitative) data : Intro
Official documents

- Policies or policy direc.ves

- Official statement and declara.ons, parliamentary debates or ques.ons

- Official posi.on papers, party manifesto

Public and media documents

- Twi=er / social media content

- Newspaper ar.cles

- Podcasts, video, ra.o or TV segments

- Adver.sements, posters

- Wikipedia ar.cles

Legal documents

- Laws

- Regulations, decrees

- Cooperation agreements, international 
treaties

- Committee reports

Implementation documents

- Midterm or final reports, evaluation reports

- Financial analyses

- Operational plans

- Funding requests

Scholarly work

- Scientific or peer-reviewed publications

- Master or doctoral dissertations

- Textbooks or other course materials

- Project reports

Other documents

- Emails

- Mission reports

- Drafts



• The internet provides a wealth of data related to politics (public records, 
newspaper online archives, Gutenberg Project or Google Books, Wikipedia, 
Twitter or Facebook posts…)

• New methods have emerged to (1) collect and (2) analyze text data, which 
are labelled with the term “text-as-data”.

• ”Text-as-data methods are a broad set of techniques and approaches relying 
on the automated or semi-automated analysis of text" (Gilardi & Wuëst
2020)

• Text-as-data approaches are becoming mainstream in political science… 
and this should be increasingly the case also in policy analysis

4.1 Using text as (quantitative) data : Intro
(based on Wilkerson & Casas 2017)



Objectives

• Provide an overview of text-as-data applications

• … and related opportunities in public policy research

• Learn the main steps of text-as-data collection and analysis

• Examine and assess examples of applications

4.1 Using text as (quantitative) data : Intro



4.1 Using text as (quantitative) data : Intro

• Daga Generating Process

• Measurement



4.2 How to make text machine-readable? 

• Computer can only manipulate numbers 



4.2 How to make text machine-readable? 

• Potential numeric representation of texts: 
• Sequence of characters
• Bag-of-Words (aka DTM or Word frequencies)
• Sequence of words
• Semantic vectors (embedding)

→ No representation is right. It has to match the task and method of 
analysis. 



4.2 Text representation – Sequence of Words



4.2 Text representation – Bag of Words



4.2 Text representation – Embeddings
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4.2 Text representation – Embeddings



4.3 Measurement models

There are three main strategies to use text in social science research: 

1. Supervised classificaFon
2. Unsupervised classificaFon – Topic Model
3. Text-Scaling – Latent variable model

The list is non-exhaus/ve: Text-Reuse ; NLP



4.3 Supervised classification



4.3 Supervised classification

Objec&ve: train a model able to label unseen documents
Research ques&on: What proporFon of the German oral parliamentary 
quesFons regards internaFonal affairs? 



4.3 Supervised classification

Objective: train a model able to label unseen documents
Research question: What proportion of the German oral parliamentary 
questions regards international affairs? 

Steps: 
1. Obtain a pre-labeled/Manually label a dataset
2. Train a model, able to associate text patterns with labels
3. Evaluate the model
4. Use the model to label unseen documents



4.3 Supervised classification: Pre-labeled data

Example of pre-labeled dataset: 
• Binary classification: international vs. domestic affairs
• 24k German parliamentary questions



4.3 Supervised classification: Train a model

Train-test split to avoid overfitting: 
• Fit a model (i.e. logistic regression) on 80% of the data (train)
• Use the remaining 20% (test) to evaluate the out-of-sample 

performance



4.3 Supervised classification: Evaluate the model

Evalute the model: confusion matrix based on test dataset
• Train differenct models (LR, Random Forrest, SVM, etc…) with 

different parameters (L1/L2 RegularizaFon, etc…)
• Choose the model with the best out-of-sample performance



4.3 Supervised classification: Evaluate the model

Evalute the model: confusion matrix based on test dataset



4.3 Supervised classification: Evaluate the model

Evalute the model: confusion matrix based on test dataset



4.3 Supervised classification: Evaluate the model

Evalute the model: confusion matrix based on test dataset



4.3 Supervised classification: Evaluate the model

Evalute the model: confusion matrix based on test dataset



4.3 Supervised classification: Label new data

What proportion of the oral parliamentary questions concerns 
international affairs? 



4.3 Unsupervised classification/Topic Model

Objectives: 
1. Identify groups of words, which usually appear together (topics)
2. Estimate the proportion of each document relating to a given topic



4.3 Unsupervised classification/Topic Model



4.3 Unsupervised classification/Topic Model

2 steps: 
1. Fit the model on an unlabeled corpus
2. Interpret/validate the topics
• InterpretaAon is qualitaAve
• No clear validaAon framework



4.3 Text scaling

Objective: Estimate the spatial position of texts/actors on a latent 
dimension



4.3 Text scaling – Wordscore
(Benoit and Laver 2003)

Supervised scaling: Similarity with anchors



4.3 Text scaling – Wordfish
(Proksch and Slapin 2008)

Unsupervised scaling: Captures the most-salient dimension in the text 



4.3 Text scaling – Wordfish
(Proksch and Slapin 2008)
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4.3 Text scaling – Wordfish
(Proksch and Slapin 2008)



4.3 Text scaling – Key questions

Wordscores (supervised):
• How to choose well-suited anchors? 

Wordfish (unsupervised):
• How to validate the discovered dimension? 



4.3 Beyond the three main strategies

ClassificaFon (supervised and unsupervised) and scaling amounts to 
the vast majority of text-based measures. 

Nonetheless, other strategies exist:
1. Text Reuse
2. EnFty recogniFon
3. POS tagging (gramaFcal natur and funcFon)
4. ….



4.4 Presentations



• Theoretical argument: laws originate to large extent in failed 
bills (some of which put sponsored by opposition MPs): the 
progress of policy ideas is more interesting than the progress of 
single bills. 

• New approach: “text reuse” approach based on computer 
science to compare the substance of law sections to sections of 
bills

4.4 Wilkerson et al. 2015



Alternative approaches?

4.4 Wilkerson et al. 2015

Advantages Drawbacks
Expert (manual) coding Based on fine-grained contextual 

expertise and knowledge
Resource- and cost-intensive
Unreliable (CRS not reliable)

Level of laws instead of law sections

Computer-assisted 
(text-reuse and 
machine-learning) 
approach

Ability to process big data
Reliable and replicable

Potential validity and causality concerns



Approach
• Identify and format the corpus of data (text of all bills introduced in the 

111th Congress)
• Delimitate unit of analysis and standardize information (bill sections 

without summaries, titles, etc.)
• Design (semi-)automated procedure depending on the goal: concept 

identification, classification, scaling or discovery of categories… (text-
reuse for identification, machine learning approach accounting for word 
embedding for classifying cases)
• Assess validity

• Recall tests: fraction of relevant instances that were retrieved (how many false 
negative?)

• Precision tests: fraction of relevant instances among the retrieved instances (how 
many false positive?)

4.4 Wilkerson et al. 2015



Data visualization
(1) First graph shows rather which bill had 
most influence on the Obamacare law 

4.4 Wilkerson et al. 2015

(2) 2nd graph focuses on ideas and 
shows which ones can be traced furthest 
back in time



• Causality concerns: the authors claim that earlier bills influence 
later laws. Are there alternative chains of causality?

4.4 Wilkerson et al. 2015



• Causality concerns: the authors claim that earlier bills influence 
later laws. Are there alternative chains of causality?
• For instance, it is possible that a same interest group pressures 

different MPs to put forward a same bill.
• Or that MPs respond similarly to a “hot” issue.

4.4 Wilkerson et al. 2015



• Which other questions could be tackled with the text-reuse or 
classification approaches used in the article?

4.4 Wilkerson et al. 2015



• Which other questions could be tackled with the text-reuse or 
classification approaches used in the article?

• Text-reuse: impact of interest group positions papers? Are there sectors 
where legislators take up more ideas from the opposition?

• Classification: what drives attention to topic x in parliamentary 
questions?

4.4 Wilkerson et al. 2015



• Theoretical argument: parties seek to form coalitions with 
ideologically close parties 

• New approach: scaling applied to party manifesto to compare 
their positions along several relevant dimensions

4.5 Bräuninger et al. 2019



Alternative approaches?

4.5 Bräuninger et al. 2019

Advantages Drawbacks
Expert (manual) coding Based on fine-grained contextual 

expertise and knowledge
Resource- and cost-intensive

Not necessarily reliable

Computer-assisted (text as 
data) approach based on 
scaling departing from 
reference documents

Ability to process big data
Reliable and replicable

Potential validity concerns



Approach
• Identify and format the corpus of data (party manifestos, coalition 

negotiation papers, coalition agreements)
• Delimitate unit of analysis and standardize information (full 

document)
• Design (semi-)automated procedure for measuring ideological 

distance (scaling)
• Assess validity
• Face validity?

4.5 Bräuninger et al. 2019



4.5 Bräuninger et al. 2019

Source: https://twitter.com/DebusMarc/status/1463520319201812484

Update for 2021

https://twitter.com/DebusMarc/status/1463520319201812484


• Which other questions could be tackled with the text-reuse or 
classification approaches used in the article?

4.5 Bräuninger et al. 2019



• Which other questions could be tackled with the text-reuse or 
classification approaches used in the article?

• Predict outcome of legislative bargaining (between institutions, coalition 
partners or within parties)

• Predict policy outcomes depending on the position of the coalition 
agreement (or of single governments parties)

4.5 Bräuninger et al. 2019



4.6 Current challenges

1. Accessing data
• Public API/Scraping against TOS
• Twitter’s policy shift

2. Reproducibility
• Validation framework for topic model
• Transparency about modelling decisions

3. Larger models require more computational power
• LLM and transformers

4. Model biases
• Model reproduce human biases


